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ABSTRACT

The Unified Modeling Language (UML) is widely accepted
as the de-facto standard for object-oriented information systems
(IS) design and software modeling. Recent research has
proposed to extend the use of UML to conceptual modeling of
application domains. Conceptual models serve both as the basis
for communication and domain understanding among analysts,
and as the starting point for IS software design. Prior research
has proposed a set of modeling rules to provide the analyst or
modeler with guidelines for using UML for conceptual
modeling.

This paper provides an empirical assessment of the benefits
derived from using these modeling rules. Using an experimental
study involving 53 subjects, it examines the effects of different
levels of modeling rule application on application domain
understanding. The results show statistically significant
differences in the level of domain understanding that was
derived from the various models.

Keywords: Analysis, Methodologies, Specification, Object-
oriented design methods, Design Concepts, Ontology

INTRODUCTION

IS development begins by developing an understanding of
the application domain. A common technique to support this
understanding is the usc of conceptual models (39). "Conceptual
modeling is the activity of formally describing some aspects of
the physical and social world around us for purposes of
understanding and communication” (45, emphasis added).

Recent research (18, 20, 30, 48, 49, 52) has proposed
extending the use of software description languages to
conceptual modeling. Software description languages are those
whose primary motivation is to describe software artifacts (such
as UML and its precursors, (Dataflow Diagrams (14, 23),
Jackson's Structured Programming (JSP) diagrams (36), and
Yourdon's Structure Charts (69)). While such languages have
clear meaning in the software domain, they lack application
domain semantics. For example, it is unclear what language
constructs such as ‘object,” ‘class,” ‘attribute,” ‘operation’ refer
to in the application domain. To attach application domain
semantics, language constructs should be mapped to elements of
the application domain (31). Hence, we must first specify what
exists in an application domain. For this, we turn to ontoiogy,
which is the branch of philosophy that deals with what exists in
the world (2). The work described in this paper is based on the
assumption that mapping language constructs to ontological
concepts attaches application domain semantics to a language
(68).

Siau and Cao have analysed UML and concluded it is two
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to eleven times more complex than other languages (58). Further
research by Siau and colleagues (61, 62, 63) using cognitive
methodologies confirms this complexity and shows potential
problems with learnability and ease of use. However, Siau et al.
have demonstrated that this complexity does not always translate
into usage problems (59). Modeling support in the form of rules
or guidelines can facilitate the use of complex modeling
languages by limiting the number of permitted combinations of
model constructs. This may address the UML deficits in the area
of clear semantics, shown by Siau and Loo (61). In this vein,
Evermann and Wand describe a process to derive modeling rules
for using sofiware description languages in conceptual
modeling, based on existing ontological mappings (21). Such
modeling rules have been shown useful in a medium-size case
study (20), but their benefits have not been tested in controlied
experiments. This paper describes an experimental study of the
use of ontologically derived modeling rules for UML.

The remainder of the paper is structured as follows. The
next section briefly describes the chosen ontology and the UML
modeling rules. This is followed by the theoretical model and
the experimental hypothesis. Following this, the paper describes
the development of the experimental instrument and the results
of the pilot test. The results of the full study are then presented,
followed by a discussion of the results and a conclusion. Two
appendices include a list of modeling rules used in the study
(Appendix I} and the UML models used (Appendix II).

ONTOLOGY AND MODELING RULES

The most widely used ontology in IS research is that of
Mario Bunge (7, 8). This ontology has been chosen due to its
agreement with the natural sciences, its generality, its axiomatic
development, its formalization in terms of set theory and logic,
and because predictions based on its application to IS have been
tested empirically (5, 24, 25). Table 1 provides a very brief
description of the main concepts that are postulated by this
ontology, as relevant to this research.

Mappings of UML to Bunge’s ontology have been widely
researched (16, 17, 18, 19, 20, 49). Based on these mappings,
modeling rules for using UML in conceptual modeling have
been developed (18, 19, 20, 21) (Appendix I). The modeling
rules were derived by translating ontological premises into
constraints on the allowed combination of language constructs
(20). To demonstrate, we briefly discuss two examples of
modeling rules (further examples are described in (19, 21)).

Evermann (17), and Evermann and Wand (18, 19, 20) map
Bunge's things to UML objects and Bunge's properties to UML
attributes and vice versa. They define no direct mapping for the
UML association construct. Instead, they refine the
propesty«>attribute mapping as follows: Intrinsic properties are
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mapped to attributes of classes, while mutual properties are
mapped to attributes of association classes. Therefore, while
associations themselves have no ontological semantics,
association classes represent sets of mutual properties (arising
out of the same interaction) and association class attributes

represent mutual properties. This argument leads to rules 5 and
13 and corollary 3." Since sets of properties cannot themselves
possess properties, association classes cannot be associated with
other classes (corollary 4). Finally, sets of properties cannot be
generalized (corollary 5).

TABLE 1
Concepts of Mario Bunge’s Ontology (7, 8) Relevant to This Study
Concept Description

Thing The world is made of things that exist physically.

Property Things possess properties. Properties are either intrinsic (belonging to a single thing), or mutual (belonging to two or
more things). Mutual properties can be either binding (related to interaction of things), or non-binding. Properties cannot
possess other properties and cannot be generalized. Properties can be constrained by laws, in particular a law can be
described in terms of property precedence: Property B precedes property A, if every thing possessing property A also
possesses property B.

State Things can be modeled by state functions that represent properties of the things. The values of all functions in a particular
model define the state of the thing with respect to the particular model.

Action A thing x acts on another thing y, if the state history of y depends on the existence of x. Two things interact, if each acts
on the other.

Rule S: An association class represents a set of mutual
properties arising out of the same interaction.
Rule 13: Every ordinary association (i.e. not aggregations or
compositions) must be an association class.
Corollary 3: An association class must possess at least one
attribute.
Corollary 4: An association class must not be associated with
another class.
Corollary 5: An association class must not participate in
generalization relationships.

A case study has shown these rules and guidelines to be
usable and applicable to conceptual modeling (20). Independent
of the study, project team members had prepared UML models
of the university student admission domain at a large North
American university. A second model independently created by
the researchers following the proposed rules showed that using
the rules was feasible. Discussions of both models with project
team members (who were not told of the rules) showed that the
resulting models were sensible. Team members commented that
the rules-guided models led to explication of hidden
assumptions: “Ours have all sorts of stuff around that is assumed
but not modeled.” The rufe-compliant mode! was also perceived
to be more comprehensive: "Certainly more comprehensive
here, but even in the smaller, there's a somewhat simpler, more
elegant view in a few cases.”" The model was felt to be suitable
for further IS design: "I don't see any reason why you couldn't
Jjust take these and run with them.” After project team members
expressed their opinions about the models, the rules were
disclosed to them. Members agreed that the rules would have
been helpful: "Such rules would have helped in our group,"
"Rules can force the modelers to think deeper about what they're
modeling."

While the rule set may appear complex, Lu and Parsons
(41) describe the implementation of a CASE tool that
incorporates the rules and conclude that the rule set is
operationalizable and usable in practice.

THEORETICAL DEVELOFPMENT

Kung and Solvberg (39) suggest that conceptual models
support both domain understanding and communication about a
domain. This paper focuses on domain understanding, an
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important factor in reducing risks to system implementation
(47). facilitating requirements engineering and elicitation (35,
37), and reducing costly rework later in the development process
(6). Understanding goes beyond communication, examined in a
recent paper by Parsons and Cole (51). Dobing and Parsons (15)
show that this distinction is made in practice: Different UML
diagrams are used to different extents for client verification
(communication) and for clarifying analyst's understanding of
the problem domain. This emphasis on understanding is
reflected by Mylopoulos: "The adequacy of a conceptual
modeling notation rests on its contribution to the construction of
models of reality that promote a common understanding of that
reality among their human users." (45, pg. 51, emphasis added).

A single UML model may encompass several diagrams that
may be of different types. The diagram types most often used
are class and use case diagrams (15). Class diagrams are used
primarily for purposes of understanding (by system developers),
while use case diagrams are used primarily for purposes of
communication with clients (15). As the focus of this paper is on
understanding, we focus on class diagrams. Furthermore, the
description of object classes is required for all other diagram
types. For example, states are states of objects, and are
exchanged between objects classes.

While it is often assumed that class diagrams need to be
complemented with a diagram showing dynamic aspects, such
as use case diagrams, Siau and Lee found that their combination
has no influence on completeness of domain interpretation (60).
Moreover, examining multiple diagrams in a single study
introduces many variables that must be controlled: Switching
behaviour between diagrams (34), and the effects of visual cues
linking different diagrams on cognitive integration (38); Partial
diagrams of a global model have been found easier to verify
than single, global diagrams (50), perhaps due to the negative
effect of the number of concepts in a diagram on diagram
readability (3). For these reasons we focus on class diagrams
only.

Examining model construction and interpretation together
makes it difficult to separate their relative effects (25, 29). This
study therefore focuses on model interpretation. In terms of
Gemino and Wand’s framework (29), we are interested in the
effectiveness of the product of the script interpretation task. We
do not discuss effects of learning or learnability of ontological
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rules. Also, we do not discuss effects due to the creator and
interpreter having an agreed upon set of rules. In fact,
participants in the study to be described were not aware of the
modeling rules, or even the fact that the diagrams were rule
compliant.

When examining knowledge representation forms and their
cognitive effects, we need to fill in the *missing link’ (29, 56,
66) of relating conformance to an external ontology to cognitive
performance, such as understanding. Gemino and Wand argue
that, "since ontology is intended to formalize the way the real
world is modeled by humans, the ontological constructs might
also be viewed as related to constructs in human cognition” (29,
pg. 255). They further suggest, based on work by Mayer (42),
that understanding the information contained in a conceptual
model requires the integration of this information into existing
knowledge (26). As model understanding occurs only with
partial models (34, 38, 50), cognitive effort must be expended
on their integration. When the presentation of the model is of a
form corresponding to cognitive structures, this integration
requires less extraneous cognitive load and hence can occur
faster and more effectively (26).

The semantic network mode! of human cognitive structures
(10, 11, 12) supports the above argument. In this model,
relationship edges connect concept vertices. As an ontology is a
set of concepts and their relationships, it constitutes part of a
semantic network. Understanding of information is the
integration of new concepts and relationships into this network.
If the conceptual mode! conforms to the same ontology (by
complying with modeling rules derived from the ontology), it
will correspond well to the interpreter’s semantic network. This
will facilitate integration. If the model contradicts or is
incompatible with the interpreter’s semantic network, it may be
integrated improperly, inefficiently, or not at all.

Both Mayer's theory and the semantic network model of
cognition are well accepted for experimental studies on
conceptual modeling languages (5, 9, 24, 25, 28, 29). Based on
this discussion, we advance the following proposition:

Proposition: Interpreting application domain modcls

conforming to ontologically derived rules
leads to increased domain understanding,
compared to non-conforming models.

To operationalize domain understanding, we again look to
Mayer (42) who suggests that understanding is the outcome of a
learning process and manifests itself in problem solving ability.
This operationalization has found empirical support in
conceptual modeling research in the studies of Bodart et al. (5),
Burton-Jones (9), Gemino (24), and Gemino & Wand (25, 27,
28, 29). It is also supported by cognitive research on problem
solving. Problem solving requires inferences based on existing
knowledge, i.e. reasoning (1, 46). Problem solving can be used
as a proxy measure of the amount of reasoning that a given
semantic network supports. It can thus be used to measure
domain understanding (25, 28, 29). When the interpreted model
is well integrated into the existing mental structures, it is
possible for the interpreter to use pre-existing relationship edges
between concept vertices for reasoning. In the IS literature, this
argument has been taken up by Siau (57). Also, based on Newell
& Simon's work on problem solving (46), Siau argues that some
diagrams are computationally more efficient than others, even
though they are informationally equivalent to the others.
Computational efficiency is the ability to make inferences based
on the information presented in a diagram (57). Siau’s notion of
computational efficiency is therefore closely related to our
problem solving ability, and thus to learning and domain
understanding. If we assume that the ontology used conforms to

Special Issue 2006

the way people view the world, we derive the following
hypothesis:

Hypothesis: Lcarning about a domain by interpreting
diagrams conforming to ontologically
derived modeling rules will lead to better
performance in problem solving tasks than
interpreting non-conforming diagrams.

Parsons and Cole suggest that research into the more
immediate effect of conceptual models on communication is still
required, before moving to their slightly less immediate effect
on understanding (51). Accordingly, they propose that, when
evaluating conceptual models for the purpose of communication,
the dependent variable should be the performance with respect
to information contained in the script, e.g. recall as a proxy for
communicative ability. While we agree with this argument in the
case of communication, we have presented a well tested model
of learning and cognitive knowledge organization. It can be, and
has been, used to test effects of conceptual models that go
beyond information delivery and include learning and
understanding. As the focus of this paper is on understanding,
rather than communication, we feel justified in using problem
solving rather than recall measures, as suggested by Parsons and
Cole (51).

To summarize in terms of the framework by Gemino and
Wand (29), the examined constructs are those of UML class
diagrams, the scope is a single grammar (UML), the nature of
the study is an intra-grammar comparison” and the use of the
grammar is varied, i.c. different levels of modeling rule
conformance are tested. Content delivery is graphical, and the
content material is drawn from multiple domains. The task is
model interpretation. As discussed above, the focus of
observation is the product of the task and the criterion of
comparison is the effectiveness (i.e. domain understanding).

INSTRUMENT DEVELOPMENT
Independent/Affecting Variable

The study investigates three diagrams in each of two
domains, which differ in their level of rule conformance. An
example of the rules was presented above. The complete set of
rules used for this study, together with application examples, can
be found in (17, 20) and in Appendix I. The car-rental example
from (17) is re-used here as one of the domains investigated.

The first diagram (factor level "N", No rules) for cach
domain was selected from textbooks (22, 43) to ensure that it
reflects current practice in UML use. We selected models that
are described as reflecting the domain or as being analysis level
models. These models are not intended to be used as software or
database designs. The selected models are shown in Appendix II
as Figs. 3 and 4 respectively. Four independent judges produced
a list of rule violations for each model. Two further models are
based on an ontological re-analysis of the two domains and
constructed to satisfy all applicable rules (factor level “R,” Rule
conforming, Appendix II, Figs. 5, 6).

Some rules force the introduction of model elements not in
the original model. For example, rule 5 and the corollaries
discussed above force the modeler to introduce association class
attributes representing domain elements not represented by the
original model. Therefore, a third experimental condition (“R2,”
partial rule conformance) was created. For this condition, the
mode! for the second condition was modified by transforming
association classes to classes participating in the association or
by moving all of their attributes to participating classes
(Appendix 11, Figs. 7, 8). This violates only rule S, allowing us
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to examine the effects of a single rule violation, and does not
add or remove information, guaranteeing informational
equivalence of models.

Models for all three conditions were judged by four
independent judges and modified until the judges unanimously
agreed on their level of rule conformance.

To minimize effects due to the choice of application
domain, Parsons and Cole (50, 51) suggest that diagrams be
evaluated in an artificial domain, and that subject matter experts
not be used in order to not confound their existing background
knowledge with that conveyed by the diagram. While this is
appropriate when investigating communication by means of
recall, it is inappropriate when investigating understanding. As
described above, theories of human cognition suggest that
understanding is the integration of new concepts into the
existing cognitive network. Abstract domains cannot be
integrated as they have no overlap with the existing cognitive
network.

Furthermore, Siau et al. have shown that "when structural
constraints were given and presented in a way that contradicted
the surface semantics,’ almost all the subjects based their
interpretation on the structural constraints and ignored the
surface semantics." (64, pg. 162). This indicates that model
content and familiarity play a subordinate role in interpretation.

Finally, Parsons and Cole claim that "participants are using
knowledge primed by the words in the diagram, rather than the
semantics conveyed by the diagram's structure, to answer the
questions” (51, pg. 337f). However, from their study one could
equally well conclude that the presence of known concepts in
the diagram facilitated learning and thus increased the problem
solving scores. The only way in which one can conclusively
show that background knowledge is used directly to answer
questions, is to control! for it in different conditions of
subject/domain combinations, which was not done by Parsons
and Cole.

The effect studied in this research deals with integrating

information contained in diagrams into existing knowledge, i.e.
understanding, rather than the communicative capacity of
diagrams. While the argument of Parsons and Cole is valid for
research into communication, for our focus on understanding,
we address the issue of potential domain biases by using
multiple domains (car rental “CR,” order processing “OP”),
chosen to be familiar to subjects (to enable integration into
semantic networks), but without Subjects being experts (to
minimize reliance on existing knowledge). The use of multiple
domains mitigates the potential of domain-specific results.

Dependent Variable

The instrument for problem solving ability was taken from
Gemino & Wand (25) and Bodart et al. (5) and changed to
reflect the chosen task domains. It is a set of open-ended
problem solving questions that cannot be directly answered only
with the information given in the diagram, but rather require
deeper domain understanding. A set of comprehension questions
administered prior to problem solving ensures that subjects
examine all aspects of the model. In contrast to the
recommendation by Gemino (24) and Gemino and Wand (25,
27, 28, 29), they are not used to establish informational
equivalence.*

The adapted instrument was revalidated first by a graduate
student in MIS, experienced in information modeling, who
examined the problem solving questions and the models to
ensure that the information in the model was insufficient to
answer the questions. Subjects of a pilot test (described below)
were found to provide a wide variety of correct as well as
incorrect answers. This indicated that a single correct answer
could not be deduced from the models. Table 2 shows examples
of the problem solving questions for the two domains. Afler
validation, seven questions remained for the order processing

‘domain (OPProb) and five for the car rental domain (CRProb).

TABLE 2

Example Problem Solving Questions
JOPProb-1 Suppose that an important customer needs to order products urgently. What problems could he/she face?
IOPProb-2 Suppose that a shipment does not contain all ordered products. What could have happened?
IOPProb-3 Suppose the warchouse has run out of items and an order cannot be fulfilled. How could this have happened?
ICRProb-1 ISuppose that a customer arrives for pick-up but no car is available. What could have happened?
ICRProb-2 Suppose a customer receives two invoices. What could have happened?
ICRProb-3 Suppose a car which is reserved for a customer is being sold at auction. How could this have happened?
Control Variables the model. This provides a better control than comprehension

Informational Equivalence. While informational
equivalence is usually argued to be a pre-requisite of comparing
diagrams, the nature of the rules requires informational non-
equivalence.® For example, rule 5 requires the modeler to
include association classes and their attributes.® We address this
issue in two ways.

' First, we argue that information shown in a diagram
influences problem solving only when it is usefid for that task.
To this effect, we include measures for the usefulness of
information provided by both diagrams.

Second, the third experimental condition, in which a
specific rule is violated, was created from the fully rule-
conforming diagram in a way that maintained all information in
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questions, which cannot realistically cover all model elements,
as there are more than 50 elements in each model.

The effect studied here relates to how well the information
contained in the model can be integrated with existing
information to enable inferences about the domain. This can be
interpreted as the diagrams being computationally non-
equivalent.

Usefulness and Ease of Interpretation. The instruments
for usefulness of information (USE) and ease of interpretation
(EOI) were developed from existing instruments (4, 13, 25, 40,
44), which are reported as highly reliable. Table 3 shows the
initial item set.
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TABLE 3

Ease of Use and Usefulness (R: reverse coded, *: item dropped from final version after pilot-testing
showed difficulty with convergent or discriminant validity).

EOI-1 The class diagram was easy to read.

EOI-2 e class diagram was clear and understandable.

EOI-3 The class diagram was easy to understand.

[EOI-4 (R)(*) Interpreting the class diagram was frustrating.

EOI-5 (*) The class diagram was simple.

[EOI-6 (R) I believe that the class diagram was cumbersome to interpret.

EOI-7 | feel comfortable with interpreting the class diagram.

EOI-8 I believe that it is easy to interpret the class diagram.

EOI-9 (R) Interpreting the class diagram required a lot of mental effort.

EOI-10 Overall, I found the class diagram easy to interpret.

EOI-11 It was easy for me to understand what the diagram was trying to model.

EOI-12 (*) Overall, I found the class diagram was easy to use.

[USE-1 (*) I feel confident that my answers are correct.

[USE-2 The information in the class diagram was helpful for answering the questions.
(USE-3 Interpreting the class diagram increased my effectiveness in answering the questions.
USE-4 Interpreting the class diagram improved the quality of my answers to the questions.
USE-5 Understanding the class diagram made answering the questions easier.

USE-6 Interpreting the diagram enhanced the quality of my answers.

UML Knowledge. UML knowiedge was assessed by a
self-reported measure on a 7-point Likert scale (UML.A) and by
a sclf-reported estimate of the number of months of UML usage
(UML.B). As self-reported measures, both items may be
problematic (32). Therefore, a set of 19 binary response and
multiple-choice questions were added from the examination
software to a system analysis textbook (53) (the sum of correct
responses to these forms the variable UML.TTL).

Domain Knowledge. Task domain knowledge was
assessed by a self-reported measure on a 7-point Likert scale
("CR-1" for the car rental domain, "OP-1" for the order
processing domain). Subjects were also asked whether they had
worked in a car-rental company or order processing department
("CR-2", "OP-2") and whether they had previously rented a car
("CR-3").

Pilot Test

A pilot test with 14 subjects was conducted using
preliminary versions of the UML models. Each subject was
presented with both domains in random order and a post-test
questionnaire was administered after each domain. Scale
reliabilitiecs were excellent for the Ease of Interpretation
(Cronbach-g= .9366) and Usefulness (Cronbach- a = .9121)
constructs. A factor analysis showed that a two-factor mode! of
the combined instrument explained 67.8% of the variance. Both
Usefulness and Ease of Interpretation showed good convergent
and discriminant validity with clear factor loadings. Due to the
small sample, the pilot-test data is indicative only.

EXPERIMENTAL PRECEDURE AND RESULTS
Subjects

As discussed above, a certain level of domain knowledge is
necessary to enable learning and understanding. The subjects
were drawn from threc groups of fourth year undergraduate
students. One group of subjects was drawn from a business
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schoo! course in system analysis (factor level “3,” n=14), the
other two were drawn from two sections of a computer science
system analysis course (factor level “C,” n=26 and factor level
“C2,” n=13). Subjects were recruited by in-class advertising and
received a monetary incentive for participation. While the use of
student subjects may be problematic in managerial decision-
making contexts (33), the task in this study is cognitively more
basic and less demanding of experience. Hence, performance
characteristics on the present tasks are likely more universal.

Procedure

The experimental design included a within-subjects factor,
as the number of subjects that could be gained was not very
large. Because carry-over and domain learning effects may arise
when rule-conformance is chosen as within-subjects factor, we
have chosen the application domain (factor “Domain,” with
levels “CR,” car rental, and “OP,” order-processing) as within-
subjects factor. Subjects were randomly assigned to one of three
rule conformance conditions (factor "Rules” with levels “N,”
“R,” and "R2"). The order of the domains was varied randomly
to minimize carry-over or learning effects.

Since it is possible that subjects may attempt to solve
problems based on information in the diagram, or not provide
answers if they cannot find the information in the diagram, the
diagram was removed after the administration of the
comprehension questions, prior to administering the problem
solving questions. This is in agreement with the suggestion by
Gemino to remove the diagram (24), but in contrast to the
suggestion by Parsons and Cole not to remove the diagrams
(51). While this is appropriate to assess communication aspects
of conceptual models, our study requires that the effect of
conceptual models on understanding not be confounded or
overshadowed by their communicative ability. Removing the
diagram ensures that the communication function of the model
is completed and problem solving is based entirely on domain
understanding gained from it. Finally, the post-test questionnaire
for control variables was administered.
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Statistical Results

Scale Reliabilities and Validities. The analysis shows
excellent scale reliabilities for the Ease of Interpretation

(a CR=.9456, a OP=.9234) and Usefulness (a CR=.9176,

a 0P=.9243) measures. Convergent and discriminant validity

were assessed using factor analysis by computing a two-factor
solution. Theoretically, usefulness of information and ease of
interpretation should be unrelated. We therefore used a varimax
orthogonal factor rotation.” For the car rental and order
processing domains, the proportion of variance explained by
both factors was 0.690 and 0.666, respectively. Both factors
show excellent discriminant and convergent validity with a clear
factor loading structure. Cross-loadings were generally below
0.35 and on-factor loadings generally higher than 0.65.

Inter-rater Reliabilities. The problem solving questions
("Prob™) were open-ended questions; subjects were asked to
provide as many answers as they could think of. Hence, there
were no correct answers against which to check the responses.
Two PhD students in MIS with general knowledge of both
domains independently rated the responses as correct or
incorrect, and assessed the total number of correct responses for
each question for each subject. The average inter-rater
agreement (Cohen's Kappa) was 0.9138 with a minimum of
0.7872 and a maximum of 1.000, showing excellent agreement
between the two raters.

Hypothesis Testing. Figure 1 shows the interaction of rule
conformance and domain on problem solving performance,
measured by the average number of correct answers for the
problem solving questions. Both domains follow the same
pattern. Figure 2 shows the interaction of rule conformance and
subject group. The first group of computer science subjects did
not follow the pattern of the business students and the second
group of computer science students.

These visually suggested effects were assessed statistically
by an ANCOVA procedure, including the factors “Rules,”
“Group” and “Domain,” as well as their first order interactions,
and further including the following continuous covariates
without interaction effects (Table 4):*

» Total score on the UML assessment questions
» Self-assessed UML knowledge (7-Point Likert)
« Self-assessed domain knowledge (7-point Likert)
Time taken for problem solving (Time)
Average comprehension score (Comp)
Ease of Interpretation factor scores
Usefulness factor scores
There were significant main and interaction effects of rule
conformance and subject group (p < .05). The goodness of fit of

the ANCOVA model was R2=.4505, suggesting adequate
explanatory power. The estimated improvement in probiem
solving performance for the rule conforming diagrams was
0.388 (average correct answers per question). This represents a
26% increase in problem solving performance. While the effect
of UML knowledge (UML.TTL) on problem solving
performance was statistically significant, the small magnitude of
the parameter (.089) made it practically irrelevant.

Equivalence of Diagrams. No effect of rule conformance
or domain on usefulness was found. This justifies the
assumption of informational equivalence of the diagrams for the
purposes of the given problem-solving task. Moreover, by the
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method of diagram construction, we guaranteed informational
equivalence between conditions "R" and "R2" (described
above).

DISCUSSION

Overall, the results of the experiment confirm the
hypothesis and underline the benefits of the ontologically
derived modeling rules. We conclude that conceptual modeling
guided by ontologically derived rules can lead to a practically
significant increase in domain understanding.

The significant difference between the performance on
diagrams that completely conform to ontological rules ("R") and
diagrams that conform to all but one rule ("R2") cannot be
explained by diagram complexity or readability (38). Diagrams
in both conditions use an equal number of constructs. The
difference indicates that benefits may not be linear in the level
of rule conformance, i.e. there may be certain threshold levels of
rule conformance. In terms of the cognitive network theory, this
might suggest that the model may have to match the mental
network in certain important aspects in order to be properly
understood. This opens up interesting future research on the
relative importance of the rules and the constrained language
constructs. For example, the critical rule violated in the third
experimental condition is related to associations. Associations
are recognized as a central and important language construct
(65, 68). The importance of the construct may suggest the rule is
also important and hence its violoation might lead to
pronounced effects.

UML knowledge, as assessed by the multiple-choice
questions, plays a partial role in explaining the derived benefits,
but self-assessed UML knowledge does not have any effect.
This suggests the two may be different and justifies inclusion of
both measures of modeling knowledge.

No effect of rule conformance on the usefulness of
information could be found, confirming task-relative
information equivalence. However, there was an effect of rule
conformance on ease of interpretation (p < 0.01): Diagrams fully
conforming to the rules (R) were easier to interpret than
diagrams partially conforming to the rules (R2). The latter were
in turn easier to interpret than rule non-conforming diagrams
(N). This result confirms the theoretical predictions of this
research, namely, that fully conforming diagrams would lead to
better domain understanding because they conform to existing
cognitive structures and are therefore easier to integrate into
existing knowledge. The effect of rule conformance on ease of
interpretation may be argued to substantiate this effect.

While differences between computer science and business
student subjccts may be expected, differences arose between two
groups of computer science student subjects. This is all the more
surprising as the two groups had received the same instruction,
were taught by the same instructor, in the same context. The
second group, which did not respond to differences in rule-
conformance, was taken from a summer semester course. As the
university does not generally offer summer courses, it is possible
that these were highly motivated students aiming to complete
their studies quickly. On the other hand, they may also have
been low-motivation students, who repeated a failed course. A
test for an effect of subject group on the time spent shows that
subjects in the first group spent about 2.5 minutes less on the
overall task. However, this effect did not in tumn translate to a
significant effect of time on problem solving performance. A
post-study discussion with the instructor of the course from
which the subjects were sampled also suggested motivational
differences between the two groups. However, there were no
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differences in UML knowledge between the two groups.

Care must be taken when generalizing from the sample to
the target population. The sample frame was defined to match
characteristics of business analysts, possessing some IT and

of knowledge of the sample. Thus, while the subjects may not
have been business experts per se, the domains did not require
such expertise as they should have been reasonably familiar to
subjects but not to the extent that specific domain knowledge

modeling knowledge and wide business knowledge. The two dominated the problem-solving task.
domains were also chosen to not be outside the conceivable area
FIGURE 1

Interaction Effects of Rule Conformance and Domain on Problem Solving
(Mean of Correct Answers for Problem Solving Questions)
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TABLE 4
Main Effects of Rule Conformance, Domain and Subject Group
Rule Conformance Domain Subject Group
No Rules | Partial | Results Car Order | Results | Business Comp Comp Results
Rules R) Rules Rental | Proc. Students Science Science
N) (R2) (CR) | (©OP) (3) | Students 1 | Students 2
© (C2)
Means | Mcans | Means F Means | Means F Means Means Means F
(SD) | (SD) | (SD) (sig) (SD) | (SD) | (sig) (SD) (SD) (SD) (sig.)
=16 n=17 n=20 n=53 n=53 n=14 n=26 n=13
Froblem 14558 | 1.8437 | 13996 | 4.0488 | 1.6019 | 1.5162 | 4411 | 19250 | 13313 | 16203 | 6671
Solving ; ; ] ] ) ] 2 : . ] (002)
Perf e (.6720) | (1.003) | (.6439) | (.021)* | (.8648) | (.7388) | (.508) | (.9406) (.5736) (.9002) pi
Comprehension | 0.8958 | 0.7944 | 0.9194 | 11.772 | 0.8679 | 0.8765 | 0.1490 | 0.8582 0.8772 0.8772 0.3716
Performance'® | (.0964) | (.1545) | (.0783) | (.000)** | (.1326) | (.1170) | (.7004) | (.1263) (.1199) (.1353) | (0.6907)
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FIGURE 2
Interaction Effects of Rule Conformance and Subject Group on Problem Solving
(Mean of Correct Answers for Problem Solving Questions)
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Similarly, care must also be taken when generalizing to
other domains. While car rental and order processing may be
typical business contexts, the models used in this study were
necessarily simpler than models in real development projects, as
they were derived from teaching models in textbooks. While
readability is limited by model size (3), improvements in domain
understanding may well scale with additional model size, and
thus partially compensate for this. In this respect, Gemino and
Wand (26) have discussed the trade-off between model
complexity and local clarity.

CONCLUSION

Previous research has proposed semantics and rules for
using software description languages for conceptual modeling.
To obtain business semantics for the language constructs, they
are mapped to an ontology. These semantics lead to modeling
rules that constrain the possible ways to create a conceptual
model of a given domain. This experimental study of a proposed
set of modeling rules shows them to be beneficial in enhancing
domain understanding, an important prerequisite for successful
IS development.

While UML is cumrently the de-facto standard in object-
oriented IS development, other languages are also being used for
conceptual modeling. Prominent among these are ER diagrams
and the ARIS language (54), both of which have been mapped to
an ontology (30, 68). The apparent success of developing

Special Issue 2006
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effective modeling rules for UML should encourage researchers,
based on the existing mappings, to aiso develop modeling rules
that can guide the business analyst in the application of thesc
other languages.

In the wider context of modeling quality, this study has
tested a set of rules intended to ensure, in terms of Schitte and
Rotthowe (55), thc semantic correctness or construction
adequacy of the modeling language and resulting models. This is
but one important quality criterion. The conflicting relationship
between this criterion and issues such as model complexity and
the economics of time and money spent on modeling is widely
recognized. Future studies need to evaluate the set of proposed
rules with respect to other quality dimensions and potential
quality criteria trade-offs.

ENDNOTES

'Rules and corollaries are numbered here to be consistent
with the complete list in Appendix 1.

2As the construct set and their meanings are not varied, we
argue this is an intra-grammer study. However, when onc
characterizes a grammar as the symbol sct and associated wel-
formedness rules, this may be an inter-grammar comparison
(UML with regular well-formedness rules, UML with additional
ontologically derived well-formedness rules).

}The names of diagram ciements.

“As discussed above, we expect differences in information
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content, due to the nature of the rules. We have objectively
ensured informational equivalence between conditions “R” and

Semantic Memory: The Effect of Repeating Part of an
Inference,” Acta Psychological, 33, 1970, pp. 304-314.

“R2.” 12. Collins, A. and M. Quillian. *“Retrieval Time from
*Indeed, the notion of informational equivalence is not Semantic Memory,” Journal of Verbal Learning and

unproblematic. Informational equivalence as applied by Gemino Verbal Behavior, 8, 1969, pp. 240-248.

and Wand (25, 29) differs from that applied by Siau (57), who 13. Davis, F. “Perceived Usefulness, Perceived Ease of Use,

states that “Two representations are informationally equivalent and User Acceptance of Information Technology,” MIS

if all of the information in one is also inferrable from the other” Quarterly, 13, 1989, pp. 319-340.

(57, p. 77. emphasis added). Testing whether the information is 14. DeMarco, T. Structured Analysis and System

contained in a diagram by means of comprehension questions is Specification. Englewood Cliffs, NJ: Yourdon, 1978.

not sufficient to establish information equivalence in Siau’s 15. Dobing, B. and J. Parsons. “How UML is Used,”

sense. Indeed, with Siau’s understanding of informational Communications of the ACM, 49:5, 2006, pp. 109-113.

equivalence, the problem solving tasks of Gemino and Wand 16. Dussart, A., B. Aubert, and M. Patry. “An Evaluation of

(25, 29) specifically assume non-equivalence of information. Inter-organizational Workflow Modeling Formalisms,”

The inferred information, as evidenced by problem solving Journal of Database Management, 15:2, 2004, pp. 74-

capacity, is hypothesized to be different. 104.
®This effect of the rules has also been confirmed in the case 17. Evermann, J. “Thinking Ontologically: Conceptual versus

study where it was evaluated positively (described above). Pilot Design Models in UML,” Ontologies and Business

test and final study results of diagram comprehension questions System Analysis. Hershey, PA: 1dea Group, 2006, pp. 82-

also showed expected differences (below). 104.

A subsequent promax oblique solution yielded similar 18. Evermann, J. and Y. Wand. “An Ontological Examination
results. of Object Interaction in Conceptual Modeling,”
®The variables UML.-use (UML.B), car rental experience Proceedings of the Workshop on Information

(CR-2, CR-3) and order processing experience (OP-2) showed Technologies and Systems WITS'01, New Orleans, LA,

no variability and were excluded from further analysis. December 15-16, 2001, pp. 91-96.

*Mean number of correct answers for problem solving 19. Evermann, J. and Y. Wand. “Ontology based Object-
questions. oriented Domain Modeling: Fundamental Concepts,”
'"Mean number of correct answers for comprehension Requirements Engineering, 10:2, 2005, pp. 146-160.
questions. 20. Evermann, J. and Y. Wand. “Toward Ontologically Based

Semantics for UML Constructs,” Proceedings of the 20™
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APPENDIX 1
List of Rules and Corollaries (20)

Only substantial entities in the world are modeled as objects.

Ontological properties of things must be modeled as UML-attributes.

Attributes in a UML-description of the real world cannot refer to substantial things.

Sets of mutual properties must be represented as attributes of association classes.

An association class must not possess methods or operations.

If mutual properties can change quantitatively, methods and operations that change the values of attributes of the
association class must be modeled for one or more of the classes participating in the association, objects of which can
effect the change, not for the associations class.

An association class must possess at least one attribute.

An association class must not be associated with another class.

An association class must not participate in generalization relationships.

An association class represents a set of mutual properties arising out of the same interaction.

Classes of objects that exhibit additional behaviour, additional attributes or additional association classes with respect to
other objects of the same class, must be modeled as specialized sub-classes.

Every UML-aggregate object must consist of at least two parts.

Every UML-aggregate must possess at least one attribute or participate in an association.

All UML-classes must possess at least one attribute or participate in an association.

Object ID's must not be modeled as attributes.

The set of attribute values (representing mutual and intrinsic properties) must uniquely identify an object.

A specialized class must define more attributes, more operations or participate in more associations than the general
class.

Every ordinary association (i.e. not aggregation or composition) must be an association class.

Every object must have at least one operation.

An object must exhibit additional operations expressing qualitative changes. if a super- or sub-class is defined and
instances can undergo changes of class to the super- or sub-class.
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APPENDIX 2

Experimental Conditions
FIGURE 3
First Experimental Condition, Order Processing Domain (22)
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FIGURE 4
First Experimental Condition, Car Rental Domain (43)
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FIGURE §
Second Experimental Condition, Order Processing Domain

Sales Account
Account#
Account Volume
ContactName
]
Order
Personal o e f Sales
Customer | Representative w
CreditCard# CreditRating .
CreditLimit 1 1.1 Remind Number
BiliForMonth e
Yy ;
Customer |
Name />
Address
1..n
Order \V/
OrderLine 1.n f
Price Name -
isSatisfied | Department
DateReceived 1n
OrderNumber 1 Dispatch
Close
ProductTypeGroup RateCredit ProductGroup
Quantity Quantity
NumberOfitems /> Waeight
Shipping Weight 2.n ShippingSize
Assemble Assemble
2"3 f
Product
Name
CatalogNumber
Special Issue 2006 Journal of Computer Information Systems 26

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



FIGURE 6
Second Experimental Condition, Car Rental Domain
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FIGURE 7
Third Experimental Condition, Order Processing Domain
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FIGURE 8
Third Experimental Condition, Car Rental Domain
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